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I. INTRODUCTION

Collisions with bath gas molecules play an important role in
controlling the rates of unimolecular and chemically activated
reactions. In the low-pressure limit of a unimolecular dissocia-
tion,1 the reaction occurs much faster than collisions with the
bath gas, so that every activated molecule has enough time to
react before being deactivated. The low-pressure unimolecular
rate coefficient is therefore proportional to the rate of activating
collisions and to the pressure. (This simple picture may be
complicated by tunneling reactions below threshold and by long-
lived metastable states above threshold.) At intermediate pres-
sures, unimolecular and chemically activated rates are deter-
mined by a competition between intermolecular collisional
energy transfer and intramolecular forces.

Pressure-dependent kinetics may be characterized theoretically
using the master equation (ME),2�4 which, in general, describes
the time dependence of the microcanonical state populations
of the reactants, products, and intermediates. ME calculations
require knowledge of the intramolecular potential energy surface
(dissociation energies, isomerization barriers, vibrational frequen-
cies, etc.), which may be obtained with known uncertainties from
electronic structure calculations. Likewise, the required intramo-
lecular isomerization and capture rate coefficients may be calcu-
lated using transition state theory,5 with well-validated, predictive
strategies for treating barrierless reactions, tunneling, and so on. In
contrast, the models used in ME calculations for describing
collisional energy transfer remain highly empirical.

In principle, predictive theoretical models for pressure-depen-
dent kinetics require detailed knowledge of collision rates and
efficiencies as a function of the total energy and total angular
momentum of the excited complex. In practice, several simplify-
ing assumptions are often made when modeling energy transfer
in the context of the ME. One strategy4 for constructing and
solving the ME involves the following assumptions about energy
transfer:
(1) The dependence on the initial rotational state of the

energized complex is neglected.6,7

(2) The energy transfer function is assumed to be dependent
on the amount of energy transferred but independent of
the initial and final energies individually.

(3) The probability distribution of energy transferred per
deactivating collision is assumed to be exponential,1 with
the activating probability distribution determined from
detailed balance. This approximation is called the “single-
exponential-down” model.

None of these assumptions is supported by classical trajectory
studies of energy transfer. In fact, energy transfer has been shown
to be enhanced by rotational8�11 and vibrational8,11�14 excita-
tion, with biexponential (or, equivalently, long-tail) probability
distributions.8,11,14 Although quantitative comparisons can be
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difficult, these results generally agree with those obtained from
the extensive experimental energy transfer literature.15�18

These assumptions arise in part due to a lack of detailed
information about the energy transfer function (assumptions 2
and3) and in part to facilitate the solutionof theME(assumption1).
More sophisticated treatments of the initial energy dependence
and of the probability distribution for energy transfer can be readily
included in ME calculations, but such treatments are often not
needed. Barker and Weston11 have recently used classical trajec-
tories to parametrize an energy transfer function that includes
angular momentum dependence and that does not assume the
separability of total energy and total angular momentum; ME
calculations employing such a so-called “two-dimensional” energy
transfer function remain rare, however.

When the present set of assumptions is used, the single-
exponential-down model requires a single parameter R, which
can be associated with the average energy transferred in deacti-
vating collisions1 ÆΔEdæ. This parameter is often further assumed
to be a function of temperature and written

RðTÞ ¼ R300ðT=300 KÞn ð1Þ

Almost every ME prediction of unimolecular and chemically
activated rate coefficients to date has used empirically deter-
mined or estimated R300 and n. Fortunately, the predicted rate
coefficients are often not overly sensitive to these parameters,
and similar empirically determined values are typically obtained
for similar species, with R300 = 50�300 cm�1 and n ≈ 1.

Occasionally, however, surprising values of R300 and n are
required to reproduce experimental data. For example, in a recent
study of CH3Cl decomposition19 the values of R required to fit
the results of an ME calculation empirically to measured decom-
position rate coefficients were found to be four times as large as
those obtained in a similar study of CH4. As another example,
low-pressure decomposition rate coefficients for water were
calculated20 using the ME approach, and a relatively weak
temperature dependence in R (n = 0.4�0.5) was required to
fit the experimental data. It is unclear whether these atypical
values of R reflect genuinely “unusual” energy transfer dynamics
or instead indicate errors in the measured rate coefficients or are
compensating for errors in other parts of the calculation. The
transferability of empirically determined energy transfer para-
meters is also uncertain. For example, when the results of ME
calculations21 fit to measured ethane decomposition rate coeffi-
cients above 1500 Kwere extrapolated to lower temperatures, the
theoretical rate coefficients were found to overpredict low
temperature experimental values. Rate coefficients over the
entire temperature range could be fit by decreasing R300 from
120 to 45 cm�1 and increasing n from 0.9 to 1.4.22

A strategy for obtaining predictive pressure-dependent unim-
olecular rate coefficients is clearly desirable. In the context of the
ME and assumptions 1�3 outlined above, such a strategy
requires a method for predicting R(T). We recently reported10

the results of ME calculations of rate coefficients for the CH4 a
CH3 þ H reaction in He using the energy transfer model
discussed above, with the parameters R300 and n calculated by
direct classical trajectories. Errors in the predicted energy transfer
dynamics were minimized by using an ab initio potential energy
surface and by selecting the trajectories’ initial conditions and
ensemble averages to be consistent with the ME model. The
resulting parameter-free rate-coefficient predictions were shown
to be in good agreement with measured values.

Here we extend our previous study of CH4 decomposition in
He10 to include heavier atomic baths (Ne, Ar, and Kr), three
diatomic baths (H2, N2, and CO), and one polyatomic bath
(CH4). The main goal of this work is to predict R(T) theore-
tically for these baths using classical trajectories.

As mentioned above, numerous classical trajectory studies of
energy transfer have been carried out, and these studies typically
invalidate assumptions 1�3. Despite the demonstrated invalidity
of these approximations, ME calculations employing these
assumptions have nonetheless been used to successfully model
a wide variety of unimolecular and chemically activated reactions.
It may be that the empirically determined values for R compen-
sate for errors in the energy transfer model. Alternatively, it is
possible that the assumptions outlined above do not introduce
significant errors into the resulting predicted rate coefficients
for some reactions. Assumption 2 may be motivated by noting
that low pressure rate coefficients are sensitive only to those
collisions involving systems with energies close to the dissociation
threshold.1 Several energy transfer models were previously tested
for CH4 dissociation,

7 where it was shown that assumption 3 had
negligible effects on the predicted kinetics; this result is likely true
for any simple dissociation reaction (i.e., for any reaction with
only onemolecular complex and one set of products). Finally, the
results of the classical trajectory dynamics themselves can be
uncertain due to the approximate potential energy surfaces and
initial conditions employed. Another major goal of the present
work is therefore to quantify the errors associated with the
classical trajectory calculations, with a particular emphasis on
how the description of the potential energy surface affects
the computed energy transfer averages. The results of direct
dynamics trajectory ensembles are reported here for four baths:
He, Ne, H2, and CH4. The results for M = He, Ne, and H2 are
used to test the accuracy of simpler, more efficient analytic and
semiempircal descriptions of the potential energy surface. Spe-
cifically, the accuracy of representing of the interaction potential
as separable from the intramolecular CH4 potential energy
surface and as a sum of fitted pairwise interactions is tested. This
separable pairwise approximation is almost always employed in
energy transfer studies using classical trajectories.

Classical trajectories have been used previously to study trends in
collisional energy transfer efficiencies with respect to the bath
gas.14,23�25 In these studies, He has generally been found to be
the most efficient atomic collider in contrast to some experimental
work.26,27 Gilbert23 carefully considered several sources of error in
the trajectory calculations forM =He, and the discrepancy between
the experimental and trajectory results was ultimately attributed to
approximations in the interaction potential energy surfaces used in
the trajectory calculations. Gilbert’s analysis further motivates the
present tests of the accuracy of typical approximations to the
interaction potential that are often used in trajectory studies.

Finally, the present predicted values for R(T) for eight bath
gases are used in parameter-free ME calculations for CH4 (þM)
aCH3þH(þM). The relative efficiencies of the bath gases are
discussed, and the predicted decomposition rate coefficients are
compared with available experimental rate coefficients for M =
He, Ar, Kr, and CH4. The low-pressure experimental data for Ar
and Kr, in particular, provide a more direct test of the energy
transfer models and parametrizations than the falloff data pre-
viously considered10 for M = He.

In section II, the present implementation and solution of
the ME is briefly discussed, and the direct dynamics and
separable pairwise trajectory calculations are described in detail.
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In section III, validation studies of the approximate potential
energy surfaces are presented, a comparison of the predicted bath
gas efficiencies is made, and decomposition rate coefficients for
CH4 in He, Ar, Kr, and CH4 are compared with experimental
ones. Section IV summarizes our conclusions.

II. THEORY

II.A.Master EquationAnalysis.TheME formalism employed
here has been described in detail elsewhere.4,7 Briefly, for an
irreversible unimolecular reaction, the ME governing the micro-
canonical population densities n(E,J) of the reactant complex
(CH4 in the present work) is

_nðE, J, tÞ ¼ ∑
J0

Z ¥

0
dE0RðE, J; E0, J0ÞnðE0, J0, tÞnM

� ∑
J0

Z ¥

0
dE0RðE0, J0; E, JÞnðE, J, tÞnM � kðE, JÞnðE, J, tÞ

ð2Þ
where E and J are the total energy and angular momentum
characterizing the energy “grain”1 or “state” (E,J), R(E,J;E0,J0) is
the second-order collisional energy transfer rate coefficient for a
transition from the state (E0,J0) to another state (E,J), k(E,J) is the
microcanonical dissociation rate, and nM is the concentration of
the bath gas. Note that R is implicitly a function of the
temperature T and of the identity of the bath gas.
The energy transfer rate coefficient is often written as the

product of a total collision rate coefficient

ZðE0, J0Þ � ∑
J

Z ¥

0
dE RðE, J; E0, J0Þ ð3Þ

and an energy transfer probability

PðE, J; E0, J0Þ � RðE, J; E0, J0Þ=ZðE0, J0Þ ð4Þ
such that P is normalized when integrating and summing over
final states (E,J).
At low and intermediate pressures, the solution of the two-

dimensional (E,J) ME in eq 2 requires the detailed energy
transfer function R(E,J;E0,J0). Knowledge of the dependence of
R on E, J, E0 and J0 is typically not available. Furthermore, it can be
difficult, in general, to enforce the detailed balance condition

RðE0, J0; E, JÞgðE, JÞ ¼ RðE, J; E0, J0ÞgðE0, J0Þ ð5Þ
where g(E,J) is the thermally equilibrated population of the state
(E,J), while including the rotational dependence of R. To
facilitate the solution of the ME, we assume that the energy
transfer rate coefficient is independent of the initial rotational
state6,7 (assumption 1 from the Introduction), that is,

RðE, J; E0, J0Þ ¼ RðE; E0ÞjðE, JÞ ð6Þ
With this substitution, eq 2 becomes

_
nðE, tÞ ¼

Z ¥

0
dE0RðE; E0ÞnðE0, tÞnM

�
Z ¥

0
dE0RðE0; EÞnðE, tÞnM � kðEÞnðE, tÞ ð7Þ

if

∑
J
jðE, JÞ ¼ 1 ð8Þ

where

nðE, tÞ � ∑
J
nðE, J, tÞ ð9Þ

kðEÞ � ∑
J
kðE, JÞnðE, J, tÞ=nðE, tÞ ð10Þ

Equation 7 has the form of a one-dimensional ME, except that k
depends on n(E,J), which in turn requires the full solution to the
two-dimensional ME. Equation 10 can be written4

kðEÞ ¼ ∑
J
kðE, JÞyðE, JÞ=∑

J
yðE, JÞ ð11Þ

with

yðE, JÞ ¼ jðE, JÞ
ZðE, JÞ þ kðE, JÞ � kT, p

ð12Þ

Assuming kT,p is small and can be neglected when evaluating
eq 12 decouples the calculation of k from the solution of eq 7.6,7

Detailed balance is enforced by writing R(E,E0) as

RðE, E0Þ ¼ ZPðE, E0Þ ð13Þ

assuming Z is an energy-independent Lennard-Jones collision
rate, and using the exponential down model (assumptions 2 and
3 from the Introduction)

PðE, E0Þ ¼ A expð � ðE0 � EÞ=RÞ E < E0 ð14Þ

and an empirical model6 for rotational dependence

jðE, JÞ ¼ ð2J þ 1ÞFðE, JÞ=FðEÞ ð15Þ

FðEÞ ¼ ∑
J
ð2J þ 1ÞFðE, JÞ ð16Þ

where F(E,J) is the state density. (Note that for the spherical top
CH4 there is an additional factor of (2Jþ1) degeneracy due to the
quantum number τ. This degeneracy is included in F so that the
present equations are suitable for the more general case of an
asymmetric top.) The parameter A in eq 14 is chosen such that
P(E,E0) is normalized, with the activating wing of P(E,E0)
determined from detailed balance

PðE0, EÞgðEÞ ¼ PðE, E0ÞgðE0Þ ð17Þ

The single remaining parameter R can be shown to be equal to
the average energy transferred in deactivating collisions when R
is much less than the threshold energy for dissociation (which is
typically the case) for the exponential distribution ofΔE = |E� E0|
in eq 14.1 Note that the average energy in deactivating collisions
is a function of the initial energy1 E0 and that this energy
dependence has been neglected. When calculating R with
classical trajectories, we choose E0 to be close to the dissociation
threshold, as discussed below. The parameter R is a function of
temperature1,7,28 and is often written as in eq 1.
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In the high pressure limit, thermal equilibria are maintained,
and the solution to the ME can be written

k¥T, p ¼ ∑
J

Z ¥

0
dE kðE, JÞgðE, JÞ

¼ ∑
J

Z ¥

0
dE kðE, JÞð2J þ 1ÞFðE, JÞ expð � E=kBTÞ=Q

ð18Þ
where Q is the partition function for the dissociating molecule

Q � ∑
J

Z ¥

0
dEð2J þ 1ÞFðE, JÞ expð � E=kBTÞ ð19Þ

Equation 18 is the usual unimolecular transition state theory rate
expression. Collisional energy transfer does not appear explicitly
in the high-pressure limit rate coefficient expression; instead,
collisions are implicitly assumed to be sufficiently fast and
energetic to maintain the thermal populations g(E,J) despite
the reaction potentially perturbing these equilibria.
The low-pressure limit rate coefficient can be written1

k0T, p ¼ ∑
J0

Z EJ0

0
dE0∑

J

Z ¥

EJ

dE RðE, J; E0, J0ÞxðE0, J0Þ ð20Þ

where EJ is the rotationally adiabatic threshold energy for the
total angular momentum J and x(E,J) are the normalized steady
state solutions of the ME, which are approximately proportional
to F(E,J) at low pressures.1 The low-pressure-limit rate coeffi-
cient is determined by collisions promoting the system from
some state below threshold to some state above threshold.
Clearly, only states with energies within ∼R of the dissociation
threshold can contribute to the low pressure unimolecular rate
coefficient. This observation justifies the neglect of the depen-
dence of R on E0 for simple dissociation reactions and motivates
our choice of E0 to be close to the dissociation threshold. At falloff
pressures, energy transfer over a wider energy range contributes
to the dissociation, but the kinetic effect of the dependence of R
on E0 is mitigated by the approach to the high pressure limit,
which is independent of R.
In the present ME calculations for CH4 a CH3 þ H, the

microcanonical dissociation rate coefficient k(E,J) were taken
from the CH3 þ H direct VRC-TST capture rate calculation of
ref 29 transformed via the equilibrium constant, which was
calculated as the ratio of rigid-rotor, harmonic-oscillator
(RRHO) partition functions. The RRHO partition functions
were calculated using experimental values30 for the zero-point

inclusive dissociation energy (36168 cm�1), the frequencies of
CH4 (3019, 2917, 1543, and 1306 cm

�1), the rotational constant
of CH4 (5.24 cm

�1), the frequencies of CH3 (3161, 3004, 1396,
and 606 cm�1), and the rotational constants of CH3 (9.58 and
4.74 cm�1). (A one-dimensional anharmonic correction to the
RRHO partition functions for the umbrella mode of CH3 based
on the calculated potential in ref 31 was considered; this
correction had a very small effect on the predicted rate
coefficients.)
Lennard-Jones parameters32,33 (summarized in Table 1) were

used to compute the CH4 þM collision rates Z using the usual
combining rules; the arithmetic mean of the collision radii and
the geometric mean of the well depths were used. Classical
trajectories were used to calculate R(T), as described in detail in
section II.B. ME calculations were carried out using Variflex.34

Association rate coefficients (ka) were obtained by converting the
dissociation rate coefficients via the calculated equilibrium
constant.
II.B. Classical Trajectories. Direct Dynamics. Full-dimen-

sional direct dynamics trajectory calculations were used to study
energy transfer for the He, Ne, H2, and CH4 baths. These
simulations included thousands of trajectories for each bath
gas, and thousands of gradient evaluations were required for
each trajectory. The level of electron correlation and the size of
the basis set that could be used to describe the molecular forces in
the direct dynamics trajectory calculations were therefore limited

Table 1. Lennard-Jones Collision Frequency Parametersa

σ, Å ε, cm�1

CH4 3.746 98.28

He 2.576 7.089

Ne 2.749 24.74

Ar 3.330 94.87

Kr 3.679 122.3

H2 2.920 26.41

N2 3.681 67.89

CO 3.705 71.49
aRef 33.

Table 2. Errors for Several Low-Level Direct Dynamics and
Approximate Interaction Potential Energy Surfaces Relative
to Counterpoise Corrected QCISD(T)/CBS Energies

Direct Dynamics
M PESa εmin, cm

�1 εrel, % εrep, Å

He MP2 3.9 13.9 0.04

Ne MP2 4.9 7.9 0.02

CH4 MP2 10.3 5.4 0.01

H2 MP2 24.3 23.7 0.04

SAC 11.1 10.8 0.02

Separable Pairwise
M VM�T εmin, cm

�1 εrel, % εrep, Å

He exp/6 1.1 4.0 0.04

LJ-A 1.8 6.5 0.26

LJ-B 7.0 25.0 0.13

Ne exp/6 4.0 6.5 0.03

Ar exp/6 6.8 4.9 0.03

Kr exp/6 7.8 4.8 0.03

H2 exp/6 RP 24.8 24.9 0.06

exp/6 R 30.9 24.2 0.12

exp/6 P 25.6 30.1 0.10

N2 exp/6 RP 39.5 24.7 0.04

exp/6 R 24.9 15.5 0.03

exp/6 P 23.1 14.4 0.04

CO exp/6 RP 36.3 20.5 0.12

exp/6 R O-in 45.4 25.7 0.18

exp/6 R C-in 35.0 19.8 0.41

exp/6 P 68.5 38.7 0.24
aThe aug'-cc-pVDZ basis set was used for the MP2 and SAC
calculations.
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to methods that could affordably be used for ∼107 gradient
calculations. The strategy adopted here was to use high-level ab
initio calculations (counterpoise corrected QCISD(T) calcula-
tions with complete basis set (CBS) extrapolations based on the
aug-cc-pVDZ and aug-cc-pVTZ basis sets) to evaluate the
accuracy of lower-level quantum chemistry methods with effi-
ciencies suitable for direct dynamics.
The accuracies of the lower-level direct dynamics potential

energy surfaces were evaluated by considering interaction en-
ergies along three to nine CH4�M approaches and calculating
the following errors relative to the QCISD(T)/CBS energies:
εmin, the root-mean-squared error in the minimum energy along
each approach; εrep, the root-mean-squared error in the center of
mass separations at 2000 cm�1 up the repulsive wall along each
approach; and εrel� εmin/Vmin, a relative error in the well depth,
where Vmin is the QCISD(T)/CBS van der Waals well depth for
the most favorable approach. For the atomic baths, three
approaches of M to CH4 (fixed at its classical equilibrium
geometry) were considered, with “face” and “vertex” denoting
approaches along a C3 axis with M equidistant from the nearest 3
and 1 H atoms on CH4, respectively, and “edge” denoting a C2

approach bisecting two H atoms on CH4. Figures representing
these approaches are given as Supporting Information. For the
diatomic baths, face, vertex, and edge approaches of the center of
mass of M to CH4 were considered for two or three orientations
of the bath gas for a total of six or nine approaches. For M =CH4,

three approaches were considered: a face�face approach, a
face�vertex approach, and a vertex�vertex approach. The errors
in the direct dynamics and approximate potential energy surfaces
discussed throughout section II.B are summarized in Table 2;
figures comparingQCISD(T)/CBS interaction energies with the
lower-level direct dynamics and approximate potential energy
surfaces for all the bath gases considered here are provided as
Supporting Information.
A direct dynamics trajectory study of energy transfer in CH4

for M = He was previously reported10 using the MP2/aug0-
cc-pVDZ potential energy surface, where it was shown to predict
interaction energies in good agreement with QCISD(T)/CBS
energies, as reproduced in Figure 1a. The “aug0-” notation35

indicates a modification of the usual augmented Dunning basis
sets where the diffuse functions are not included for H. For He,
the average error in the well depth εmin for the MP2/aug0-
cc-pVDZ method is only 4 cm�1, and the error in the repulsive
wall distance εrep is 0.04 Å. The accuracy of the MP2/aug0-cc-
pVDZmethod was further tested here for M = Ne, CH4, and H2.
Agreement between the MP2/aug0-cc-pVDZ and QCISD(T)/
CBS interaction energies is excellent for Ne (εmin = 5 cm

�1; εrep =
0.02 Å) and CH4 (εmin = 10 cm�1; εrep = 0.01 Å). For M = H2,
interaction energies were considered where the bath gas was
oriented either radially (i.e., along the direction of the approach)
or perpendicular to the direction of approach for a total of six
CH4�M approaches. The MP2/aug0-cc-pVDZ method performs

Figure 1. CH4þHe interaction potential for face (black), edge (red), and vertex (blue) approaches. The solid lines in all four panels are QCISD(T)/
CBS energies, and the dashed lines are (a) MP2/aug0-cc-pVDZ, (b) exp/6, (c) LJ-A, and (d) LJ-B energies. The insets highlight the van der Waals well.
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less well for H2 than for He, Ne, and CH4, although the
agreement is still good with εmin = 24 cm�1 and εrep = 0.04 Å.
A simple empirical improvement to the MP2/aug0-cc-pVDZ
potential for M = H2 was made by “scaling all correlation”36

(SAC), where ESAC =EHFþ (EMP2� EHF)/F, and EMP2 and EHF
areMP2/aug0-cc-pVDZ andHF/aug0-cc-pVDZ energies, respec-
tively; the parameter F = 0.8 was empirically optimized to fit the
QCISD(T)/CBS interaction energies. With this adjustment, the
SAC method more accurately describes the depth of the van der
Waals well and the range of the repulsive wall (εmin = 11 cm�1

and εrep = 0.02 Å). These errors are reduced by a factor of 2
relative to those for the unscaled MP2 surface; the difference in
the computational costs of the MP2 and SAC methods is
negligible.
The use of theMP2 and SACmethods with double-ζ basis sets

is a compromise between accuracy and computational efficiency.
Furthermore, the good accuracy for the MP2/aug0-cc-pVDZ
method discussed above is likely due to a cancellation of errors
arising from the incomplete treatment of electron correlation and
the use of finite basis sets. The present procedure, in fact, relies
upon the accidental accuracy of a low level quantum chemistry
method that has been validated against accurate QCISD(T)/
CBS energies. For example, the MP2 interaction potentials are
not converged with respect to the completeness of the basis set at
the aug0-cc-pVDZ level; using larger basis sets can in fact reduce
the accuracy of the MP2 method relative to QCISD(T)/CBS for
intermediate-sized basis sets. (However, MP2/CBS agrees well
with QCISD(T)/CBS for these systems.)
It is encouraging that the MP2/aug0-cc-pVDZ method works

well for a variety of baths. MP2 has significant advantages over
less rigorous methods such as the Hartree�Fock method and
semiempirical methods, because it includes dynamical correla-
tion, which is important for describing long-range forces. Semi-
empirical methods (AM1, PM3, etc.) are not suitable for
describing dispersion interactions and were not considered for
the full dimensional direct dynamics calculations. In tests not
described in detail here, the MP2/aug0-cc-pVDZ method was
found to perform significantly better than double-ζ basis set
calculations using HF and several DFT methods, including DFT
methods specifically designed for describing dispersion interac-
tions. Furthermore, the MP2/aug0-cc-pVDZ method was found
to be reasonably accurate for He interactions with hydrocarbons
other than CH4.
The present strategies may be useful for studying energy

transfer in similar systems, but the general accuracy of the
MP2/aug0-cc-pVDZ method is unknown. The SAC approach
is one method for empirically improving the accuracy of theMP2
method when it is found to be insufficiently accurate. One could
also adjust parameters in the basis set or develop custom
functionals for use in DFT calculations. None of these strategies
is predictive, and employing any of them requires careful
comparisons with higher-level interaction energies. To empha-
size the difficulty in predicting weak van der Waals interactions
accurately, we note that the quantitative adjustment made using
the SAC approach for H2 results in a refinement of the well
depth of only 30 cm�1, which rivals the mean accuracies of
the best empirically adjusted DFT methods designed to model
dispersion.37

Separable Approximation to the Potential Energy Surface.
While MP2 is an accurate and fairly efficient choice for the
systems discussed above, and while we are most interested in
computing highly averaged quantities using ensembles of only

several hundreds of trajectories, direct dynamics can nonetheless
be computationally prohibitive for many systems of interest. It is
therefore desirable to test more efficient methods for describing
the potential energy surface for use in larger systems. Direct
dynamics calculations using the MP2 and SAC methods dis-
cussed above provide benchmark results for validation studies of
the approximate potentials discussed next.
The full-dimensional CH4 þ M potential energy surface can

be written

VðRÞ ¼ VTðRTÞ þ VMðRMÞ þ VT�MðRÞ ð21Þ
where VT is the intramolecular potential energy surface of the
target (CH4) and is a function of the internal coordinates of CH4

(RT), VM is the internal potential energy for the bath gas (VM = 0
for atomic baths) and is a function of the internal coordinates, if
any, of the bath (RM), and VT�M is the intermolecular potential
and is rigorously a function of all of the internal coordinates of
CH4þM (R). Here we test the accuracy of further approximat-
ing the interaction potential VT�M as a sum of pairwise atom�
atom interactions, that is,

VT�MðRÞ � ∑
i
V2ðRiÞ ð22Þ

where i labels pairs of intermolecular atoms, and Ri is their
separation. Equation 22 neglects higher order terms (e.g., V3(Ri,
Rj,Rk), etc.) in the interaction potential that are responsible for
screening, valence saturation effects, and so on. Two forms for V2
were considered: the Lennard-Jones (LJ) potential

V2ðRiÞ ¼ Da½ðR0
a=RiÞ12 � 2ðR0

a=RiÞ6� ð23Þ
and a modified Buckingham (exp/6) potential

V2ðRiÞ ¼ Aa expð � Ri=BaÞ � C6
a=ðR6

i þ S6aÞ ð24Þ
where the subscript a indicates that the fitted parameters depend
on the identities of the atoms in the ith pair (i.e., a = C�He,
H�He, etc). We refer to the approximations in eqs 21 and 22 as
the “separable pairwise” approximation to the interaction poten-
tial. This approximation (along with either the LJ or exp/6
functional forms for V2) is almost always employed in trajectory
studies of energy transfer. The only exception we are aware of is
our own previous study of CH4þHe.10 The flexibility and fitting
accuracy of the separable pairwise approximation is first dis-
cussed by comparing the fitted surfaces with the accurate
QCISD(T)/CBS energies. The fitting errors are summarized
in Table 2.
For He and Ne, exp/6 parameters for eq 24 were obtained by

fitting VT�M to QCISD(T)/CBS energies along three CH4�M
approaches. Alexander and Troya’s38 parametrizations (fit to
fp-CCSD(T)/CBS energies) were used for Ar and Kr. The
separable pairwise approximation with the exp/6 form for V2
very accurately describes the QCISD(T)/CBS energies for He
(Figure 1b) and for the other the atomic baths, with well depth
errors of only 1�8 cm�1 (4�7%) and repulsive wall distance
errors of 0.03�0.04 Å.
The LJ separable pairwise approach (eq 23) was considered

for He, with parameters obtained by fitting to the QCISD(T)/
CBS results. This fit is labeled LJ-A and is shown in Figure 1c.
A Lennard-Jones interaction potential based on tabulated39

parameters (labeledLJ-B)was also considered; this parametrization
is shown in Figure 1d. The LJ-A fit is fairly accurate in the region
of the van der Waals well (εmin = 1.8 cm�1) but is unable to
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accurately describe the shape of the repulsive wall, leading to
large errors in the repulsive wall distances at interaction energies
of 2000 cm�1 (εrep = 0.3 Å). The Lennard-Jones fit based on the
tabulated parameters somewhat less poorly fits the range of the
repulsive walls (εrep = 0.1 Å) but overpredicts the depths of the
van der Waals wells (εmin = 7.0 cm�1). The LJ form for V2 is
clearly less accurate than the exp/6 form, and eq 23 was not
considered for the other baths.
Next, we consider the flexibility of the exp/6 separable

pairwise approach for the diatomic baths. As discussed above,
six cuts through the CH4�M interaction potential were

considered for H2, three radial approaches and three perpendi-
cular approaches. The exp/6 separable pairwise model was found
to be unable to describe the orientation dependence of H2

accurately, as shown in Figure 2. Three parametrizations of the
exp/6 model were therefore obtained: a compromise fit to both
the perpendicular and radial data (PR), a fit to the radial data only
(R), and a fit to the perpendicular data only (P). In the
compromise fit (Figure 2a,b), the well depth is accurately
described only on average, and the fit fails to prefer radial
orientations. The repulsive wall distances are somewhat short-
er-ranged than the QCISD(T)/CBS energies for the radial

Figure 2. CH4þH2 interaction potential for the QCISD(T)/CBS (solid) and exp/6 (dashed) methods. The color code for the approaches is the same
as in Figure 1. H2 is aligned in the direction of the approach (radially) in (a,c,e) and perpendicularly in (b,d,f). Three exp/6 fits are shown: (a,b) the
compromise (RP) fit, (c,d) the radial-only (R) fit, and (e,f) the perpendicular-only (P) fit.
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approaches, as well. Good accuracy was obtained when fitting
only one set of approaches (as in the R or P fits), but the resulting
fits performed poorly for the set of approaches not included in
the fitting data (cf., Figures 2c�f), with well depth errors of
50�75 cm�1. As shown in Table 2, all three fits have similarly
large errors averaged over all six approaches, with errors 2�6
times larger than those for the SAC direct dynamics potential dis-
cussed above. Nonpairwise corrections to eq 22 to more accurately
describe the orientation dependence were not pursued here.
Poor performance of the exp/6 separable pairwise approach

was also obtained for the N2 and CO baths. The N2 and CO
baths both feature prereactive complexes that appear as relatively
deep wells in radial approaches to a vertex (i.e., directly to an H
atom) of CH4. (The associated abstraction reaction channels, for
example, CH4 þ CO f CH3 þ HCO, are not open at the
energies considered here.) These features further degraded the
accuracy of the separable pairwise strategy for N2 and CO, with
well depth errors of as much as 100 cm�1 for some approaches.
Again, three fits for N2 were obtained: a compromise (RP) fit, a
radial-data-only (R) fit, and a perpendicular-data-only (P) fit.
The errors for the three fits are summarized in Table 2, where the
average relative error in the well depths and the average error in
the repulsive wall distances are shown to be somewhat smaller
than for H2. For CO, two sets of radial approaches were
considered to evaluate the approximate potential energy surfaces,
with either the C or the O atom on CO oriented toward CH4, for
a total of nine approaches. The exp/6 fits for CO were found to
be especially poor, as shown in Table 2, with very large errors in
the repulsive wall distances (εrep = 0.1�0.4 Å) and large relative
errors in the well depths of 20�40%.
The fitted parameters for VT�M for the atomic and diatomic

baths are provided as Supporting Information. A separable
pairwise fit for M = CH4 was not pursued.
For H2, VM was fit to the calculated curve of Kolos and

Wolniewicz.40 For N2, VM was fit to full valence MRCIþQ/CBS
calculations; the calculated curve agrees well with the curve
reported by Le Roy et al.41 For CO, VMwas fit to RKR data42 and
the experimental dissociation energy.30

We considered two methods for calculating VT, the intramo-
lecular potential of CH4: MP2/aug0-cc-pVDZ and the semiem-
pirical extended H€uckel43 or tight binding44 (TB) model for
hydrocarbons of Wang and Mak.45,46 The TB model features a
minimal orbital description of only 4 orbitals for C and 1 for H,
parametrized matrix elements for the molecular Hamiltonian,
parametrized core�core repulsion, and a single (i.e., non-
iterative) 8 � 8 matrix diagonalization for each gradient evalua-
tion. The TB calculations are several orders of magnitude faster
than the MP2/aug0-cc-pVDZ calculations. The vibrational fre-
quencies and rotational constants for CH4 predicted by the TB,
MP2, and SAC methods are compared with experimental values

in Table 3. Agreement with the experimental values is generally
good, although the TB method overpredicts the vibrational
frequencies.
When trajectory results calculated using the separable pairwise

strategy are presented, the results will be labeled “AþB,”where A
is the method used to calculate VT and B is the method used to
calculate VT�M; for example, MP2þexp/6 indicates that MP2
was used to describe the CH4 potential and eq 24 was used to
describe the bath gas interaction. The label “MP2” by itself
indicates a nonseparable, full-dimensional direct dynamics cal-
culation using the MP2/aug0-cc-pVDZ method (or, for M = H2,
the SAC variant discussed above).
Initial Conditions for Single Temperature Ensembles. Energy

transfer was studied using ensembles of typically 500�5000
trajectories prepared at fixed bath gas temperatures T from
300�4000 K. A scheme for preparing ensembles of CH4 þ He
collisions appropriate for calculating energy transfer parameters
relevant to the ME energy transfer models discussed above has
been described previously.10 Briefly, trajectories were prepared
with a thermal distribution of the initial collision energy E0c and
for fixed initial rotational states J0. The initial vibrational energy
E0vib was chosen to be a function of J0 and close to the rotationally
adiabatic dissociation threshold EJ0, with the initial geometries
and momenta determined microcanonically. Four modifications
were made for the present study.
First, the strategy was generalized to handle molecular baths.

The initial internal coordinates and vibrational and rotational
momenta of the molecular bath were selected randomly and
evenly in time from separate equilibration runs carried out for the
isolated molecular bath gas using an Andersen thermostat47 set
to T. For the diatomic baths, a more rigorous approach of
selecting the initial vibrational and rotational states from inde-
pendent, thermal, quantum mechanical distributions was also
tested. These two sampling schemes (which may be called
“classical” and “quasiclassical,” respectively) gave energy transfer
results within the reported statistical uncertainties, and results
obtained using classical sampling are presented here.
Second, the impact parameter b was sampled evenly from

0�bmax, whereas in the previous study b2 was sampled evenly
from 0�bmax

2 . The new scheme intentionally artificially over-
sampled small b, and this bias was corrected when calculating
energy distribution moments, as discussed below and
elsewhere.48 This scheme was motivated by the observation that
large impact parameter trajectories, which are sampled most
often in the unbiased sampling procedure, tend to contribute less
to the overall energy transfer averages than small impact para-
meter collisions.
Third, the initial rotational state of CH4, J0, was sampled from a

thermal distribution at T. In the previous work, ensembles of
trajectories were prepared with fixed values of J0, and the resulting
J0-dependent energy transfer averages were subsequently aver-
aged over J0.
Fourth, the initial vibrational energy E0vib of CH4 was set to

E0vibðJ0Þ ¼ 0:95EJ0 ð25Þ

where EJ0 is the threshold vibrational energy for rotationally
adiabatic dissociation for CH4, and the rotational thresholds were
determined for K = 0. Previously, the initial vibrational energy
was set to 95% of the average of the rotational thresholds for K = 0
and K = J. This change corresponds to a very small difference in
the initial energy and has a negligible effect on the predicted

Table 3. Frequencies ω and Rotational Constants B for CH4

(cm�1)

ω B

experimentala 3019 2917 1534 1306 5.24

MP2b 3209 3065 1565 1344 5.19

SACb 3194 3042 1545 1321 5.19

TB 3252 3162 1690 1570 5.24
aRef 30. bThe aug'-cc-pVDZ basis set was used for the MP2 and SAC
calculations.
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energy transfer averages. As discussed previously,10EJ0 varies only
weakly with J0 and the neglect of the rotational dependence in
eq 25 would not introduce significant error for the present
calculations for CH4.
Final State Analyses. The final CH4 þ M separation was

chosen to be suitably large (6�8 Å) so that the final internal
energy, E, and final total angular momentum, J, of CH4 could be
calculated unambiguously. With the change in the internal
energy of CH4 given by ΔE = E � E0, the ensemble-averaged
energy transfer moments were calculated as follows

ΔEh i ¼ ZHS

ZLJ
∑
N

i¼ 1
wb
iΔEi=N ð26Þ

ÆΔE2i1=2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZHS

ZLJ
∑
N

i¼ 1
wb
iΔE2i =N

s
ð27Þ

ΔEdh i ¼ � ZHS

ZLJ
∑
N

i¼ 1
wb
i minðΔEi, 0Þ=Nd ð28Þ

where ZHS and ZLJ are the hard sphere and Lennard-Jones
collision frequencies (calculated using the parameters in Table 1
and the usual combining rules), respectively, N is the size of the
ensemble, and Nd is the number of deactivating collisions. The
weights

wb
i ¼ bi

bh i ¼ 2bi
bmax

ð29Þ

correct for the artificial sampling of the impact parameter b, as
discussed above. One-sigma uncertainties are reported for the
average energy transfer parameters, as estimated using the boot-
strap resampling method.49,50

The per-collision averages in eqs 26�29 are scaled to the
Lennard-Jones collision rates ZLJ. We also consider first order
average energy transfer rates (i.e., per-time averages), defined

rh i � ZLJ ΔEh inM ð30Þ

rdh i � ZLJ ΔEdh inM ð31Þ

Ær2i1=2 � ZLJÆΔE2i1=2nM ð32Þ
These quantities have the units of energy transferred per unit
time, which we will express as cm�1/s. The average energy
transfer rates in eqs 30�32 are independent of the choice for the
Lennard-Jones collision frequency. Note that the bath gas
concentration nM is related to the temperature T and pressure
p via the ideal gas law, nM = p/kBT, and ZLJ is a function of T; the
averages of ΔE (eqs 26�28) therefore depend differently on
temperature than the average rates r (eqs 30�32). The present
trajectory approach is closely related to that of Lim and Gilbert,51

who recognized that, by considering highly averaged quantities,
small ensembles of trajectories could be useful in parametrizing
energy transfer models in master equation calculations. Further-
more, they pointed out the usefulness of considering energy
transfer rates (eqs 30�32) instead of the more commonly
considered per-collision energy transfer averages (eqs 26�28).
Zero point energy maintenance was not enforced in the

trajectory calculations reported here. Significant numbers of
trajectories finished with vibrational energies below those

required by quantum mechanics, including approximately half
of trajectories involving diatomic baths. Many remedies for this
ubiquitous problem have been proposed, but none is wholly
satisfactory. Furthermore, we note that in the present context, it
may be preferable to use a consistently classical picture rather
than a semiclassical one. For example, if we consider the
ensemble-averaged energy transferred in collisions involving
two species that are both initially equilibrated to the same
temperature, we would expect to calculate ÆΔEæ = 0. This is
precisely what would be obtained using a consistently classical
picture such as the one used here. On the other hand, if one
fragment featured frequent zero point energy violations, throw-
ing out these trajectories or correcting them in some way would
in general result in incorrect, nonzero values of ÆΔEæ. Of course,
in some contexts, enforcing zero point energy is crucial to
obtaining useful information, and the mapping of the quantum
mechanical concept of zero point energy maintenance (and,
more generally, quantized vibrations) onto classical mechanics
remains an important area of continued study. For the highly
averaged energy transfer moments considered here, however, a
consistent classical treatment is a reasonable and likely accurate
approach.
Multitemperature Ensembles.The single temperature ensem-

bles described above consist of trajectories with thermal distribu-
tions of J0 and E0c for some bath gas temperature T. The same
ensemble of trajectories could be used to calculate energy
transfer averages at a different temperature T2 by assigning
weights to each trajectory based on the relative thermal popula-
tions of J0 and E0c at T and T2. This idea was generalized here to
calculate energy transfer averages over a range of bath gas
temperatures using a single ensemble of trajectories as follows.
For each trajectory in a multitemperature ensemble, a sam-

pling temperature, Ts, was selected randomly and evenly from
Tmin to Tmax. The initial rotational state and relative collision
energy were then chosen from appropriate thermal distributions
for the sampling temperature Ts. The resulting ensembles were
used to calculate energy transfer averages any temperature T by
weighting each trajectory by

wT
i ¼ PJðT; J 0i ÞPcðT; E

0
c, iÞZ Tmax

Ts ¼Tmin

dTsPJðTs; J
0
i ÞPcðTs; E

0
c, iÞ=ðTmax � TminÞ

ð33Þ

in eqs 26�28, where PJ and Pc describe thermal distributions of
the initial rotational state and relative collision energy, respec-
tively. This scheme does not introduce any additional approx-
imations and may be more useful than sampling at fixed values of
T.
Somewhat more complicated distributions of Ts could be used

to produce ensembles with energy transfer moments with equal
relative statistical uncertainties over the entire temperature range
Tmin to Tmax. In the current strategy, the relative statistical
uncertainties are roughly twice as large at the edges of the
temperature range than at intermediate temperatures.
Trajectory calculations were carried out using the freely

available direct dynamics trajectory code DiNT52 interfaced with
the Molpro program package.53 Ensemble sizes were chosen
such that the direct dynamics ensembles had relative 1σ un-
certainties in ÆΔEdæ of ∼10% (100�2000 trajectories) and the
less expensive TBþexp/6 ensembles had relative 1σ uncertain-
ties in ÆΔEdæ of a few percent (5000�20000 trajectories).
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III. RESULTS AND DISCUSSION

III.A. Tests of the Separable Potential Approximation.
Energy transfer averages were previously reported10 for He using
a full dimensional MP2/aug0-cc-pVDZ potential energy surface.
These calculations were repeated for the present study to
confirm the accuracy of the new sampling procedures; the
present MP2 results for ÆΔEdæ at 300�2000 K are∼20% higher
than the previously published results due to the improved
sampling over J0 employed here. These differences are small
and close to the combined statistical uncertainties in the MP2
calculations in the present and previous studies.
A comparison of the predicted values for ÆΔEdæ for M = He

calculated using the full dimensional MP2 method as well as
several separable pairwise potential energy surfaces is shown in
Figure 3. The Lennard-Jones approximation for the intermole-
cular potential performs very poorly relative to the MP2 results.

The LJ-A potential, which was parametrized to fit the van der
Waals well, overestimates ÆΔEdæ by 120�150%. When tabulated
values for the Lennard-Jones parameters are used, the LJ-B
potential overestimates ÆΔEdæ by 70% at 300 K and by almost
a factor of 3 at 1150 and 2000 K. As discussed in section II.B,
neither Lennard-Jones potential accurately describes the repul-
sive wall (the LJ interaction is “harder” than the accurate
interaction), and this deficiency introduces considerable error
into the calculated results. It is likely that these deficiencies in the
LJ potential for modeling the repulsive wall are general, and one
can conclude that LJ interactions cannot be used for accurate
energy transfer studies.
The exp/6 separable pairwise model was tested against the

full-dimensional MP2 direct dynamics calculations for two atom-
ic baths (He andNe), and comparisons of ÆΔEdæ calculated using
theMP2 andMP2þexp/6 potential energy surfaces are shown in
Figures 3 and 4 for He andNe, respectively. The predicted values
of ÆΔEdæ obtained using the MP2þexp/6 potential energy
surfaces are in excellent agreement with the full dimensional
direct dynamics results, differing from one another at 1150 and
2000 K by less than 15%. The relative differences between the
MP2 and MP2þexp/6 predictions are larger at 300 K, although
the differences (∼30%) are close to the estimated 1σ statistical
uncertainties. These results suggest that the neglect of many-
body terms in eq 22 is not a significant source of error for the
atomic baths, so long as accurate repulsive walls, such as those in
the fitted exp/6 potential energy surfaces, are used. The good
performance of the exp/6 parametrizations is consistent with the
small fitting errors of the exp/6 interaction potential, which
accurately describes both the depth of the van derWaals well and
the shape of the repulsive wall.
For both He and Ne, the predicted energy transfer averages

were found to be insensitive to the level of theory used to
describe the target potential energy surface VT, with the
MP2þexp/6 and TBþexp/6 values for ÆΔEdæ differing by only
5�15%. This result is perhaps surprising; the TB method over-
predicts the vibrational frequencies for CH4, as shown in Table 3,
such that the rotationless harmonic density of states F at the
dissociation threshold for the TB potential is 40% smaller than
that for the MP2 surface (although the differences in the
anharmonic state densities of the two methods may be smaller
than differences in the harmonic state densities). Onemay expect
energy transfer to be a sensitive function of F. We note that in our
own unpublished work, we have found that while F is a sensitive
function of Evib near threshold, ÆΔEdæ is not. This, along with the
good agreement between the present TBþexp/6 and
MP2þexp/6 results, suggests that the dependence of ÆΔEdæ on
F is small for the present systems. Further systematic studies of
this issue are beyond the scope of the present work. We simply
note that the good accuracy of the TBþexp/6 method is
encouraging, as the Wang and Mak TB parametrization predicts
fairly accurate structures and frequencies for a variety of
hydrocarbons45 and is very efficient in the trajectory calculations.
Note also that the dependence of the predicted values of ÆΔEdæ
or other energy transfer moments on F is separate from the
dependence of unimolecular rate coefficients on F. As shown by
Troe1 and in eq 20, low-pressure limit unimolecular rate coeffi-
cients are directly proportional to F and so errors in F lead to
proportional errors in k0. In the present application, errors in k0
could also arise due to errors in F associated with the potential
energy surfaces used in the classical trajectory calculations, via the
calculated energy transfer averages. As mentioned above, the

Figure 3. Average downward energy transfer for M = He for five
potential energy surfaces. The symbols are results obtained from single
temperature ensembles. The solid lines are results obtained using the
multitemperature sampling scheme. The dashed lines connect the LJ
results.

Figure 4. Average downward energy transfer for M = Ne for several
potential energy surfaces. The symbols are results obtained from single
temperature ensembles. The solid lines are results obtained using the
new multitemperature sampling scheme.
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sensitivity of ÆΔEdæ on Evib is small, and one may interpret this to
indicate that the sensitivity of ÆΔEdæ on F is also small. It is
therefore not expected to be a significant source of error, and in
fact may be preferred, to use different treatments for F in the
master equation analysis and when running the classical
trajectories.
Results obtained using the multitemperature sampling scheme

are in excellent agreement with those obtained from the single
temperature strategy, as shown in Figures 3 and 4, and the
multitemperature scheme provided more precise results for a
fixed total number of trajectories. For example, with ensemble
sizes of 120, 340, 575, and 1100 CH4 þ He trajectories for 300,
1150, 2000, and 4000 K, respectively, the MP2 results have
relative 1σ errors of ∼15%. In contrast, a 2000 trajectory
ensemble using the multitemperature strategy predicted results
with 1σ errors of only 5�10% over the temperature range
300�4000 K. The improved statistics facilitated the present
comparisons of the various potential energy surfaces for the
atomic baths.
Next, we compare the TBþexp/6 separable pairwise method

with full dimensional SAC calculations for the diatomic bath, H2.
As discussed above and in contrast to the atomic colliders, the
pairwise exp/6 functional form is not flexible enough to describe
the orientation dependence interaction potential, and three exp/
6 parametrizations (R, P, and RP) were obtained. The values of
ÆΔEdæ predicted by the three exp/6 fits are compared with the full
dimensional SAC results in Figure 5. The compromise fit (exp/6
RP) predicts values of ÆΔEdæ that are∼25% lower than the SAC
results, whereas the exp/6 R predictions are in good agreement
with the SAC results. The exp/6 P fit is accurate at elevated
temperatures but performs less well at 300 K. It is difficult to
rationalize these results based on the quality of the three exp/6
parametrizations summarized in Table 2; the RP parametrization
more accurately fits the range of the repulsive walls than the R
and P parametrizations, and all three have similarly poor descrip-
tions of the well depths, on average. We conclude that it is likely
that the good agreement of the exp/6 R fit with the SAC results is
accidental and that the range of results obtained from the exp/6
fits is representative of an additional uncertainty in the predicted
exp/6 results due to the separable pairwise approximation for H2.
Although we do not have full dimensional MP2 trajectory

results for M = N2 and CO, we can gain further insight into the

accuracy of the separable pairwise approximation for the dia-
tomic baths by comparing the results of several reasonable exp/6
parametrizations for N2 and CO. As discussed above, three exp/6
fits for N2 were obtained. For CO, we consider only the best two
exp/6 fits: the compromise (RP) fit and the fit to the radial (R)
data with the O atom facing CH4. Predicted values of ÆΔEdæ for
the exp/6 fits for N2 and CO are shown in Figure 6. The N2

results differ from one another by only ∼10%, whereas the CO
results differ from each other by 25�50%. Again, the relative
magnitudes of these uncertainties in ÆΔEdæ do not appear evident
from the quality of the fitted potentials for N2 and CO indicated
by the errors shown in Table 2.
The sensitivity of calculated energy-transfer averages to prop-

erties of the potential energy surface used in trajectory calcula-
tions has been studied previously. In these previous studies, the
predicted energy transfer averages were found to be largely
insensitive to the potential energy surface used to describe the
target and to depend sensitively on the functional form used to
describe the interaction potential and, in particular, on the range
and “softness” of the repulsive wall.12,14,51,54�56 The present
results agree with these qualitative conclusions. The full dimen-
sional MP2 and SAC direct dynamics calculations reported here
allow us to further quantify the errors associated with the use of
approximate potential energy surfaces, at least for CH4þM. For
the atomic baths, the neglect of nonpairwise terms in the
interaction potential introduces a negligible uncertainty into
the predicted energy transfer averages so long as parametrized
exp/6 pairwise interactions are used. The use of LJ pairwise
interactions leads to significant errors and is not appropriate for
quantitative or even semiquantitatve studies. For the diatomic
baths, on the other hand, the exp/6 separable pairwise strategy is
not flexible enough to describe the interaction potential accu-
rately. The resulting ambiguities in the fitted parameters intro-
duce an additional uncertainty of up to 50% into the predicted
energy transfer averages for the diatomic baths. Unfortunately,
the quality of the calculated energy transfer averages is not
evident from the quality of the fitted interaction potentials, at
least not from the simple errors summarized in Table 2. Finally,
we note that additional uncertainties may be expected when
applying the separable pairwise strategy to targets that are less
spherical than CH4, even for atomic baths, as these systems may

Figure 5. Average downward energy transfer for M = H2 for four
potential energy surfaces.

Figure 6. Average downward energy transfer for M = N2 (solid) and
CO (dashed) for several potential energy surfaces. The TBþexp/6 P
potential was not tested for CO.
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have a more complicated interaction potential orientation
dependence.
III.B. Comparison of the Baths. Next, a comparison of the

relative energy transfer efficiencies of the eight baths is made.
The average energy transferred in deactivating collisions ÆΔEdæ
calculated using the TBþexp/6 method is shown at 300 and
2000 K in Figure 7 for the eight baths. Full dimensional direct
dynamics results are also shown, if available. The MP2 and
TBþexp/6 potential energy surfaces predict very similar values
for ÆΔEdæ, with magnitudes that agree within the 1σ statistical
uncertainties for He and Ne. As discussed above, the TBþexp/6
predictions for the diatomic baths have additional uncertainties
of 10�50% due to ambiguities in the fitted surfaces. The
diatomic baths have energy transfer averages similar in magni-
tude to those for the atomic baths, but the additional uncertain-
ties for N2 and CO preclude a quantitative comparison of their
energy transfer efficiencies with the other baths.
At room temperature (Figure 7a), the magnitude of ÆΔEdæ is

very similar for all the baths except for CH4, which transfers
nearly three times as much energy, on average, in deactivating
collisions. The predicted values for ÆΔEdæ are somewhat larger
(by only 10�20 cm�1) for H2, Ar, and Kr than for He and Ne,
with differences close to the statistical uncertainties.
The trend in ÆΔEdæ with respect to the bath gas differs at

elevated temperatures. At 2000 K (Figure 7b), He and H2 are
significantly stronger colliders than the other atomic and dia-
tomic baths, transferring ∼40% more energy on average per
deactivating collision. He and H2 transfer similar amounts of
energy as one another, and, again, CH4 is the strongest collider.
The trajectory results indicate that the change in the relative
energy transfer efficiencies occurs around 500 K, suggesting that
room temperature relative efficiencies may not be useful pre-
dictors of relative efficiencies at combustion temperatures.
The results in Figure 7 are scaled to Lennard-Jones collision

frequencies, that is, ÆΔEdæ is the average energy transferred per

deactivating collision, assuming collisions are occurring at the
Lennard-Jones collision rate. This choice, although conventional,
is arbitrary. Furthermore, the accuracy of any particular set of the
Lennard-Jones parameters and of the usual Lennard-Jones
combining rules is unknown in the present context, and different
choices for the collision rate will, in general, introduce different
temperature dependences in ÆΔEdæ. Figure 8 presents the same
data as Figure 7 but without scaling to Lennard-Jones collision
frequencies, that is, Ærdæ is defined by eq 30 as the average first
order energy transfer rate coefficient for deactivating collisions.
At room temperature, Figure 8 shows H2 to be an especially
efficient collider, with Ærdæ more than twice as large for H2 than
for the atomic baths. Ne is a relatively poor collider, with the
other atomic baths differing from one another by less than 10% in
Ærdæ. At 2000 K, He is twice as efficient as Ne, Ar, and Kr, with H2

again more efficient than the atomic baths. The predicted value
for Ærdæ for CH4 is 70% larger than H2 at 300 K, but the two baths
predict similar values of Ærdæ at 2000 K.
Overall, the trends in ÆΔEdæ and Ærdæ are similar, but Ærdæ may

be expected to more clearly predict the quantitative kinetic effect
of the different baths in promoting dissociation. The usefulness
of considering the average energy transfer rate coefficients (in
contrast to the per-collision energy transfer averages) has been
emphasized by Lim and Gilbert.23,51

The relative collisional energy transfer efficiencies of typical
bath gases are of considerable interest, though few systematic
experimental or theoretical studies exist. As noted in the Intro-
duction and discussed in detail by Gilbert,23 in one set of
trajectory studies for rare gas collisions with azulene at 300 K
He was predicted to be the most efficient atomic collider in
contrast to experimental results for the same system.26 Good
agreement between the experimental and theoretical results was
obtained for the heavier atomic baths. Gilbert suggested that
more accurate potential energy surfaces were needed for He. The
present results for rare gas collisions with CH4, using the
interaction potential energy surfaces validated in section III.A,

Figure 7. Energy transfer averages scaled to Lennard-Jones collision
rates for deactivating collisions in eight baths at (a) 300 and (b) 2000 K
for the MP2 (open symbols) and TBþexp/6 (closed symbols) potential
energy surfaces. For the diatomic baths, the average of the several
TBþexp/6 parametrizations considered is shown. The error bars are 1σ
statistical uncertainties, except for the TBþexp/6 results for the
diatomic baths where the error bars are the standard deviations of the
results for the several TBþexp/6 parametrizations. Note that the CH4

results are scaled down by a factor of 3 and 2 at 300 and 2000 K,
respectively.

Figure 8. Energy transfer rate coefficients for deactivating collisions in
eight baths at (a) 300 and (b) 2000 K and 1 Torr for the MP2 (open
symbols) and TBþexp/6 (closed symbols) potential energy surfaces.
For the diatomic baths, the average of the several TBþexp/6 parame-
trizations considered is shown. The error bars are 1σ statistical un-
certainties, except for the TBþexp/6 results for the diatomic baths
where the error bars are the standard deviations of the results for the
several TBþexp/6 parametrizations. Note that the CH4 results are
scaled down by a factor of 3 and 2 at 300 and 2000 K, respectively.
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predict He to be slightly less efficient than the other atomic baths
at room temperature, which may support Gilbert’s analysis.
Rabinovitch and co-workers57 experimentally studied the iso-
merization of methyl isocyanide near room temperature in 19
baths, and, in another set of systematic experimental studies,
Michael and co-workers measured a series of low pressure rate
coefficients for NO2, HO2, HNO, HCO, and C2H5 recombina-
tion reactions in several baths.27,58�60 In general, these studies
found He, Ar, and Kr to have efficiencies similar to one another,
Ne to be less efficient than the other atomic baths, and H2 to be
more efficient. The relative energy transfer efficiency of He was
also shown by Michael et al.60 to increase with temperature for
NO2 recombination at 200�500 K. These experimental trends
are consistent with the present work. For N2, however, the
experimental work generally found rate coefficients somewhat
larger than those for He, whereas in the present work the heavier
diatomic baths have efficiencies similar to the heavier atomic
baths. This discrepancy could indicate further uncertainties in the
present trajectory calculations for diatomic baths due to the

separable pairwise approximation for the interaction potential, as
discussed above. Finally, we note again the temperature depen-
dence in the relative collisional energy transfer averages shown in
Figure 7 may complicate attempts at generalizations about
relative bath gas efficiencies obtained over limited temperature
ranges.
Figure 9 summarizes ÆΔEdæ and ÆΔE2æ1/2 for M = He, Ne, Ar,

and Kr (TBþexp/6), H2 (SAC), CH4 (MP2), and N2 and CO
(averaged over the several TBþexp/6 parametrizations). The
relative bath gas efficiencies were discussed above, and here we
focus on the temperature dependence of the predicted energy
transfer averages. The data for ÆΔEdæ were fit to the empirical
formula in eq 1; both R300 and n were treated as adjustable
parameters and were determined by minimizing the mean
unsigned error to the data in Figure 9. For the atomic baths,
R300 = 104�123 cm�1 and n = 0.67�0.95, as shown in Table 4.
These values are consistent with typical empirical determinations
of R300 and n, where R300 = 50�300 cm�1 and n ≈ 1.
The present data suggest a more complicated temperature

dependence than is assumed in eq 1. The best fit parameters to
eq 1 for the temperature range 300�2000 K underpredicted the
calculated room temperature values of ÆΔEdæ by 10�20% for the
atomic baths. For the polyatomic baths, eq 1 was again unable to
accurately describe the entire temperature range considered, and
the optimized parameters summarized in Table 4 overpredicted
the 1150 K data by as much as 15%. This more complicated
temperature dependence than what is often assumed (as in eq 1)
may contribute to the general difficulty in developing an intuition
about how the parametersR300 and n depend on the bath gas and
target.
The predicted values for ÆΔE2æ1/2 (Figure 9b) show a stronger

temperature dependence than ÆΔEdæ. The relative ordering of

Figure 9. (a) Average energy transferred in deactivating collisions and
(b) the root-mean-squared energy transferred for eight baths. The CH4

results are scaled down by a factor of 2.

Table 4. Predicted Energy Transfer Parameters for eq 1,a

R300, cm
�1 n

He 117 0.95

Ne 104 0.86

Ar 115 0.75

Kr 123 0.67

H2 162 0.83

N2 130 0.76

CO 130 0.76

CH4 390 0.60
aThe resulting values of R(T) may be assigned 1σ uncertainties of 15%
arising from statistical uncertainties and from limitations in the assumed
functional form of eq 1. The use of the separable pairwise approach for
the diatomic baths introduces additional uncertainties of 20�40% for
these baths. See text for details.

Figure 10. (a) Average energy transfer rate coefficient in deactivating
collisions and (b) root-mean-squared energy transfer rate coefficient at 1
Torr for eight baths.
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the predicted values of ÆΔE2æ1/2 for the eight baths at 300 and
2000 K is similar to that for ÆΔEdæ. Specifically, at 300 K, the
values for ÆΔE2æ1/2 for the atomic baths, N2, and CO are similar
(148�155 cm�1), with ÆΔE2æ1/2 only slightly larger for H2

(162 cm�1) and much larger for CH4 (416 cm�1). At 2000 K,
the predicted values for the root-mean-squared energy transfer
for He and H2 (940 and 839 cm

�1) are larger than those for the
other atomic (ÆΔE2æ1/2 = 716, 604, and 572 cm�1 for Ne, Ar, and
Kr) and diatomic baths (ÆΔE2æ1/2 = 702 and 712 cm�1 for N2

and CO). Again, CH4 is the strongest collider with ÆΔE2æ1/2 =
1146 cm�1 at 2000 K.
The average energy transferred in all collisions ÆΔEæ is

negative or very close to zero for 300�2000 K, with similar
magnitudes for all the baths except He, H2, and CH4; for these
baths, ÆΔEæ is somewhat more negative. The magnitude of ÆΔEæ
is small (only tens of cm�1) and is typically close to or smaller
than the statistical uncertainties for the ensembles considered
here. Significantly more trajectories would be required to calcu-
late ÆΔEæ accurately enough to be used in collision models. We
note that the average initial vibrational energy ÆE0vibæ ≈ 4.5 eV
corresponds to an initial vibrational temperature of ∼6000 K
(Tvib = ÆE0vibæ/kBNvib, with Nvib = 9). The initial rotational
distribution for our ensembles is already in thermal equilibrium
with the bath. The net energy transferred is therefore negative as
the bath and the rotational degrees of freedom equilibrate the
vibrational degrees of freedom, that is, as the vibrational degrees
of freedom cool. The small values ofΔE reflect the “weak” nature
of these collisions, that is, many collisions would be required to
bring the vibrational energy into equilibrium with the bath.
Figure 10 presents Ærdæ and Ær2æ1/2 for the same trajectory

ensembles shown in Figure 9. The trends in the energy transfer
rates with respect to the bath gases shown in Figure 10 are
somewhat different than the trends in the per-collision averages
shown in Figure 9. First, Ærdæ and Ær2æ1/2 are both inversely
proportional to the reduced mass of the system (roughly
proportional to μ�1/2 if μ is the CH4�M reduced mass) for
the series of atomic baths and for the series of diatomic baths.
This dependence arises primarily due to the dependence of the
collision frequency on the relative mass, which is not included in
Figure 9. Second, for systems with especially shallow van der
Waals wells (He and H2), the temperature dependence is
positive, whereas the baths with relatively deep van der Waals
wells show an increased relative importance at room tempera-
ture, leading to weak or negative temperature dependences.
Third, the diatomic baths N2 and CO are somewhat more
efficient than the heavy atomic baths, despite having similar
reduced masses and well depths. The energy transfer rate for
CH4 is even larger than the energy transfer for the diatomic baths,
again despite having a similar well depth and a smaller reduced
mass. This likely reflects the enhancement of energy transfer as
the number of vibrational and rotational modes in the bath gas
increases. Figures 9 and 10 present the same data, but the simple
trends identified here (those respect to the relative mass, the well
depth, and the dimensionality of the bath gas) are more apparent
in the energy transfer rates shown in Figure 10.
III.C. Decomposition Rate Coefficients and a Comparison

with Experimental Rate Coefficients for M = He, Ar, Kr, and
CH4.Decomposition rate coefficients were calculated using eq 1,
the parameters summarized in Table 4 obtained from the
trajectory ensembles described in section III.B, and the ME
approach discussed in section II. Low pressure limiting rate
coefficients k0 near 2000 K and pressure dependent rate

coefficients k at 300 and 1150 K are shown for eight baths in
Figure 11. The values for k0 at 2000 K (Figure 11a) differ by as
much as a factor of 5, ranging from 0.3�1.6 � 10�4 cm3

molecule�1 s�1. The differences in the decomposition rate
coefficients due to the bath gases, of course, decrease as the rate
coefficients approach the high pressure limit, as shown in the
falloff rate coefficients in Figure 11b,c. As suggested by Figures 7
and 8, the relative efficiencies of the bath gases change as a
function of temperature; this is evident in the different ordering
of the association and dissociation rate coefficients with respect
to the bath gas at 300 and 1150 K in Figure 11b and c,
respectively. The trends in the effect of the eight baths on k are
well reproduced by the trends in the average energy transfer rate
coefficients shown in Figure 10; these trends are more closely
related to the trends in the average energy transfer rates than the
per-collision energy transfer averages shown in Figure 9, as
suggested by eq 20 and elsewhere.23,51 We emphasize that the
energy transfer rate coefficients can be obtained just as easily
from the trajectory calculations as the energy transfer averages.
Next, the present decomposition rate coefficients for M = He,

Ar, Kr, and CH4 are compared with available experimental
results. In Figure 12a, the predicted results for k0 in Ar are
compared with experimental values from several groups61�65 and
with the recommended value of Baulch et al.66 The present

Figure 11. Comparison of the (a) low pressure limit dissociation rate
coefficient, (b) association rate coefficient at 300 K, and (c) dissociation
rate coefficient at 1150 K for CH4 in eight baths.
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prediction for Ar is ∼25% lower than the recommended value,
which was based largely on the measured rate coefficients of
Kiefer and Kumaran63 and agrees well with Hartig et al.61 and
Koike et al.64 The most recent measurement (Sutherland et al.65

in Kr) and the revised measurement from Davidson et al.62 are
somewhat lower and are in better agreement with the predicted
results. Overall, the agreement between the predicted and
measured values for k0 in Ar is excellent.
In Figure 12b, the present predicted values of k in Ar near 1100

K are compared with the experimental falloff results of Barnes
et al.67 and with the recommended values of Baulch et al.66 The
predicted values of k are again lower than the measured and
recommended rate coefficients, with the differences as large as a
factor of 2. The present theoretical predictions underestimate
both the low pressure and falloff experimental rate coefficients.
As discussed by Troe,1 the low-pressure limit rate coefficient is
approximately proportional to the density of states at threshold,
and anharmonic vibrational corrections to the RRHO density of
states would tend to increase the density and therefore the rate
coefficient. Nguyen and Barker68 calculated an anharmonic
correction to the density of states for several systems including
CH4. At threshold for dissociation, this correction is close to a
factor of 2, in agreement with empirical corrections calculated
and tabulated by Schmatz.69 We approximated such an

anharmonic correction to the density of states for CH4 by scaling
all of the harmonic frequencies by 0.91. This scaling doubled the
rotationless harmonic density of states at the dissociation thresh-
old. The equilibrium constant and partition functions were not
scaled, such that the high pressure limiting rate coefficients were
not affected. As seen in Figure 12a, the low pressure rate
coefficient is doubled when the threshold density of states is
doubled, consistent with Troe’s analysis. The resulting values of
k0 obtained, however, overestimate the recommended values of
k0 by ∼50% and are in worse agreement with experiment than
the harmonic calculation. On the other hand, including the effect
of anharmonicity significantly improves the agreement of the
predicted results with the experimental falloff rate coefficients in
Figure 12b, although the predicted rates are still somewhat
too low.
In Figure 13, falloff rate coefficients for CH4 (þCH4)aCH3

þH (þ CH4) are compared with the measured rate coefficients
of Barnes et al.67 and Chen at al.70 and with the recommended
values of Baulch et al.66 The predicted values are in good
agreement with the measured rate coefficients and, on average,
somewhat underpredict the measured values. Approximately
correcting for the vibrational anharmonicity of CH4 increases
the predicted decomposition rate coefficients by up to a factor of
2, but in this case it is unclear whether or not this adjustment
systematically improves the agreement with the experimental
results. In fact, the adjustment is close to the recommended
uncertainty of Baulch et al.66 (Δln k0 = ( 0.3).
We previously showed10 that using direct dynamics trajectory

ensembles to predict R for M = He and RRHO estimates for the
CH4 density of states resulted in association and decomposition
rate coefficients for CH4 that were in close agreement with
experimental results.67,71 A similar comparison is made in
Figure 14, where the newly predicted values for R for He are
used. As indicated above, the present values for R are in good
agreement with those from the previous study, and the resulting
rate coefficients are again in good agreement with the experi-
mental rate coefficients and with the recommended values of
Baulch et al.66 Scaling the frequencies to double the density of

Figure 12. Present predicted (a) low pressure and (b) falloff decom-
position rate coefficients for CH4 in Ar (black solid lines) compared with
several experimental results in Ar andKr (thin lines in (a) and symbols in
(b)) and with the recommended value of Baulch et al. (blue dotted
lines). The effect on the present prediction of scaling the vibrational
frequencies to increase the density of states of CH4 at threshold by a
factor of 2 is shown as dashed red lines.

Figure 13. Predicted falloff rate coefficients for CH4 decomposition in
CH4 (black lines). Several experimental results (symbols) and the
recommended values of Baulch et al. (blue dotted lines) are also shown.
The effect on the present prediction of increasing the density of states of
CH4 at threshold by a factor of 2 is shown as dashed red lines.
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states at threshold worsens the agreement with the measured rate
coefficients, although the high temperature (1150 K) results are
perhaps equally well reproduced with and without scaling the
harmonic frequencies.
We note that the present procedure of scaling the harmonic

frequencies to approximate the effect of anharmonicity at the
dissociation threshold does a poor job describing the density
of states at intermediate and low energies and therefore intro-
duces some additional error into the falloff calculations in
Figures 12�14. This error is mitigated somewhat as the high
pressure limiting rate coefficients are not affected by this scaling.
Despite these qualifications, these results suggest that errors in
calculating the density of states using the RRHO approximation
can be more significant than errors in the energy transfer models
or in R at intermediate and low pressures. Furthermore, it is
not clear from the present comparisons with experimental
rate coefficients for He, Ar, and CH4 whether or not such
an adjustment systematically improves the predicted rate
coefficients.

Overall, agreement between the predicted and measured rate
coefficients is good (equally so, with or without correcting for
anharmonicity), demonstrating the predictive usefulness of the
present energy transfer models and of trajectory-based calcula-
tions of energy transfer parameters. Likewise, the present results
confirm the accuracy of the recommended experimental values,66

with the possible exception of the falloff rate coefficients for M =
Ar, where the recommended and experimental values are some-
what higher than the theoretical rate coefficients. We note that
Golden19 recently discussed difficulties consistently modeling
the experimental results for Ar using theME and empirical values
for R.

IV. CONCLUSIONS

Energy transfer in highly vibrationally excited CH4 for eight
baths was studied using classical trajectories. Direct dynamics
calculations were carried out using validated, full-dimensional
MP2 potential energy surfaces for M = He, Ne, H2, and CH4.
These results were used to test the accuracy of representing the
interaction potential as a separable sum of pairwise interactions.
For atomic baths, this approximation was found to be very
accurate so long as an exponential form was used to describe
the repulsive wall. The use of a Lennard-Jones interaction
potential led to significant errors in the theoretical predictions,
overpredicting energy transfer averages by up to a factor of 3. For
diatomic baths, the separable pairwise approximation was not
flexible enough to describe the dependence of the interaction
potential on the orientation of the bath gas. The resulting
ambiguity in the fitted parameters contributed an additional
uncertainty of 10�50% to the predicted energy transfer averages.
The separable pairwise approximation has been used in almost
every study of energy transfer in the literature, and the present
results suggest that such an approach may not be suitable for
quantitative predictions for some systems.

A sampling scheme for using a single ensemble of trajectories
to calculate energy transfer properties for a range of bath gas
temperatures was introduced for atomic baths. The multitem-
perature sampling was shown to give more precise averages over
a broader range of temperatures than the single temperature
ensembles, for a fixed total number of trajectories. More gen-
erally, the use of small ensembles of only several hundreds of
direct dynamics trajectories (as suggested by Lim and Gilbert51)
has been shown to provide results accurate enough for parame-
trizing energy transfer models for use in ME calculations.

In addition to considering per collision energy transfer
averages, we discussed first order energy transfer rate coefficients.
These rate coefficients are straightforward to calculate using
ensembles of trajectories yet avoid the customary but often
arbitrary scaling to Lennard-Jones collision rates. It was con-
firmed that the energy transfer rate coefficients more directly
predict the kinetic effect of the bath gases. Furthermore, the
energy transfer rate coefficients may be more useful in rationaliz-
ing trends in the relative energy transfer efficiencies due to
properties of the baths.

The temperature dependence of the average energy trans-
ferred in deactivating collisions R � ÆΔEdæ for eight baths was
discussed. This quantity is often used to parametrize models of
energy transfer assuming the functional form in eq 1. The present
results suggest a more complicated temperature dependence,
particularly at low temperature. Furthermore, it was shown that
the relative bath gas efficiencies change as a function of

Figure 14. Association (ka) and dissociation (k) rate coefficients for
CH4 in He at (a) 300, (b) 600, and (c) 1150 K. The present predicted
values (black solid lines) are compared with the recommended values of
Baulch et al. (blue dashed lines) and experimental values from two
groups67,71 (circles). The red dotted lines show the effect on the present
predicted values of artificially doubling the density of states of CH4 at
threshold. The horizontal lines show the high pressure limits.
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temperature. Together, these results suggest that relative room
temperature values for R may not be directly useful in parame-
trizing energy transfer models intended for higher temperature
applications, such as combustion processes.

Fully predictive (i.e., parameter-free) decomposition and
association rate coefficients for CH4 were calculated for all eight
baths using the calculated values of R and the simple model for
energy transfer outlined in assumptions 1�3 from the Introduc-
tion. Comparisons of the predicted rate coefficients were made
with available experimental results for M = He, Ar, Kr, and CH4.
In general, the agreement between the predicted and experi-
mental rate coefficients is excellent and is within the recom-
mended factor of 2 experimental uncertainties. The good
agreement validates both the simplified energy transfer models
used in the ME calculations for these systems and the trajectory
based determinations of the energy transfer parameters. We note
that these results should not be interpreted to imply that the
physics neglected in assumptions 1�3 is not real. The over-
whelming evidence is that the energy transfer function has
explicit, nonseparable dependencies on the initial rotational state
and vibrational energy of the target and has a long tail. Instead,
the present work demonstrates that accurate rate coefficients can
be obtained for some systems using the present simple energy
transfer models despite assumptions 1�3. This conclusion is
further supported by numerous recent kinetics calculations
where the predictions made using the present energy transfer
models and empirical values of R were found to agree well with a
wide variety of experimental results. Clearly, one may identify
systems were these assumptions will introduce error in the
predicted kinetics, and continued effort identifying the limits of
the present assumptions is needed. The present work is therefore
complementary to detailed classical trajectory studies of energy
transfer carried out by others designed to elucidate more clearly
the underlying physics of energy transfer. Understanding when
more complicated energy transfer functions are required and
when the simpler schemes may be used with confidence are
important areas of ongoing research.

Finally, we noted that the present low pressure calculations
may suffer uncertainties of close to a factor of 2 due to our
present neglect of anharmonicity when calculating the density
of states for CH4. These uncertainties may be larger than the
uncertainties associated with the energy transfer models and
direct-trajectory-based parametrizations. Further progress to-
ward predictive unimolecular kinetics will likely require anhar-
monic treatments for the density of states, such as the
spectroscopic series approaches recently advocated by Nguyen
and Barker68 or the more approximate schemes of Troe and
Ushankov72 and Schmatz.69
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